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1 INTRODUCTION

1 Introduction

Linear algebra is about transforming mathematical objects (named vectors) sat-
isfying a linearity property. Let us see what it means: suppose that a vector v
is transformed into a vector u; by a transformation T, i.e.

T(Vl) = uj,

and that a vector vy is transformed into a vector us by the same transformation
T,

T(Vg) = Uy.

Given any real number a (called a scalar), T is called a Linear Transformation
if it satisfies the properties

T(Vl + VQ) = T(Vl) + T(VQ) = u; + ug,
and
T(avi) = aT(v1) = au;.

In other words, T is a linear transformation if the “transformation of the sum” is
the “sum of the transformations” and if transforming a “stretched” vector is the
same as “stretching” the transformation of a vector.

Although it may seem very abstract, these properties are very important. If
you are familiarized with physics, think about the gravitational force acting over
an object: if you double the mass of this object, you double the force; If the
object is a human holding a cat, the total force on the system is the force on the
human plus the force on the cat. This happens because the gravitational force
is linear on the mass (a similar example can be imagined for the Coulomb force
acting on electrical charges). If you prefer to find a biological example, you can
think about the solar energy absorbed by a leaf: increase the area of the leaf, and
it will proportionally increase the energy it absorbs; if you increase the number
of leaves, then the total absorbed energy is also going to increase proportionally.

In the linear algebra field, all the concepts mentioned above (vectors, trans-
formations, scalars, etc) are very well defined, and mathematicians study all the
resulting properties of these objects and their applications. A basic tool in linear
algebra is a matriz. They are used to represent the linear transformations and
they have many features that can be used to understand general behaviours of
a given system. As we will see, matrices emerge naturally in geometry and in
equations describing time evolution, which are ubiquitous in biology, and that is
why our focus in this “crash course” is going to be on matrix theory.

We shall start on basic operations and finish on Eigenvalue equations, with a
later section on Dynamical systems as an important application.

Exercise: Try yourself to list
other processes that show this
property. Notice that in many
cases such proportional “re-
sponses” can happen only if the
“stimuli” are not so intense.
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2 VECTORS AND GEOMETRY

2 Vectors and geometry

The object on which transformations act are wvectors. Mathematically, vectors
are well defined elements of a vector space, which is itself well-defined as a set
equipped with 2 operations: addition and multiplication by a scalar. But apart
from the formal definitions, the “traditional” vectors from physics and geometry
are very good examples of such objects. So there is no problem if you keep them
in mind.

Let us start with such vectors in two dimensions, i.e., on the Cartesian plane.

2.1 2D vectors

A two dimensional vector v on the Cartesian plane is an ordered pair of real
numbers (vg,vy). It is pictured as an arrow that starts at the origin of the
Cartesian plane and ends at the point (vg,vy). Its coordinates are v, in the -
direction (horizontal) and vy in the y-direction (vertical). A vector can represent,
for instance, the force acting over a particle. If such force pushes in a “diagonal”
direction, so it pushes horizontally and vertically at the same time; the intensity
of the force that is applied horizontally is given by |v,| and the intensity of the
force that is applied vertically is given by |v,|. The signals (+ or —) of the real
numbers v, and v, give information about the direction towards which the force
is pushing: left or right, up or down.

But you may imagine that when it is you who is pushing something, you do
not think about making different strengths in different directions; you just choose
an angle and apply a certain strength. Such “total” strength is the magnitude of
the vector (its length, in geometry) and the direction it is applied is the angle ¢
between the vector and the z-axis. In linear algebra, the length of the vector is
called its norm, represented with double vertical lines: ||v||. Calling ||v| = r, the
pair (r,0) defines the same vector v, but now in polar coordinates.

We can translate the system from Cartesian to polar coordinates with some
trigonometry,

From (v, vy) to (r,0) ‘ From (r,0) to (vg,vy)

— Ju2 42 —
T =4/vz + v vy =1 cosf

tanf = v, /vy vy =rsinf

If a vector has all coordinates equal to zero, then it is called a null vector,
and is represented by 0.

Suppose now that you and your friend are pushing a box; the resultant force
is the sum of the force you apply and the force your friend applies. Therefore,
vectors are being summed. In Cartesian coordinates, it is quite easy to sum
vectors (we shall keep this coordinate system from now on). Given the vectors
vV = (vz,vy) and u = (ug, uy),

V4 u = (Ug,0y) + (Ug, Uy) = (Vg + Uz, Uy + uy), (1)

(you add the coordinates). Your friend may also ask you “push harder!” which
is the same as multiplying the force you apply by a scalar a,

av = (avg, avy), (2)

A
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Figure 1: caption blablabla
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2.1 2D vectors

2 VECTORS AND GEOMETRY

(you multiply both coordinates). If a < 0, then instead of pushing the box, you
would be pulling it: you reverse the direction of the vector. Multiplying a vector
by a scalar is the same as stretching (or compressing) it. A vector on the plane
defines a line, and every point on this line can be reached if you stretch that
initial vector enough. Hence, the multiplication by a scalar does not result in a
vector that is outside of this line: a single vector does not generate the whole
plane; you need at least two!

If two vectors do not generate the same line, then they can be combined to
generate any other vector in two dimensions,

(3)

This is called a linear combination of the vectors v and u. w can be any two
dimensional vector if, and only if, u and v are linearly independent, i.e., one
cannot generate v by stretching u and vice-versa. Mathematically, it translates
to:

w = av + bu.

Two non-null vectors u and v are linearly independent (LI) if, and only if,
av+bu=0
only when a = 0 and b = 0.

Because of the way the Cartesian plane is constructed, if you have a set of 2
LI vectors, you cannot find a third vector that is simultaneously LI to the first
two vectors. With a pair of LI vectors, all the plane can be generated (and this
is one way to say that the Cartesian plane has dimension equal to 2). Such
pair is called a basis of the plane. A common choice for a basis of the plane is
the set of vectors (1,0) and (0,1). These vectors describe the z-axis and y-axis,
respectively; the angle between them is 7/2 and their length is one. These special
properties make such basis very useful, which is the reason it receives a special
name: the canonical basis, commonly represented as

i=(1,0) and j = (1,0).

With the canonical basis, we can write

v = (vz,vy) = v5(1,0) + vy (0,1) = Ux% + ija
= (ug, uy) = ug(1,0) +uy(0,1) = ugi + uyJ,

and their sum is given by
VAU = (Vg g, vy uy) = (Ve Fug) (1,0)4 (v, +1uy ) (0,1) = (vg+ug )i+ (v, +uy)g,
and the multiplication by a scalar is given by

av = avw% + avyﬁ'.

Another notation which is going to be very useful is the column notation:
instead of displaying the vectors as pairs (v, vy), we can write them as columns

A 1 .
v [Zx] . For instance, the canonical basis is written as ¢ = [O} and j = [ﬂ ,
y

Notice that v + u and av are
also vectors in 2 dimensions.

Pay attention to this condition!
Think about a triangle: when
cannot 3 points form a trian-
gle? How does it translate to
vectors? (Draw the points on
a piece of paper and the vec-
tors starting or ending on these
points).

Exercise: Show that if v and
u are LI vectors in the plane, a
third vector w also in the plane
cannot be simultaneously inde-
pendent to v and u.

The notation with a hat usually
refers to vectors that have size
1, and they are commonly called
Versors.

Exercise: Show that ¢ and
are linearly independent.
Exercise: Consider the vector
v = 1/4/2(1,1). Find another
vector LI to v. Use a linear com-
bination of such vectors to gen-
erate the canonical basis 7 and
7
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3 MATRICES

All these notions can be easily extended to more than two dimensions. To rep-
resent a vector in 3 dimensions, we can include a third coordinate, v = (v, vy, v)

and the operations of sum and multiplication by scalar happen as before, Exercise: What is the
canonical basis of the three-

v+ u= (v, Uy, Vz) + (g, Uy, uz) = (Vg + ugt, Uy + Uy, Uy + uz), dimensional real space? And

av = (cwm, avy, avz)7 how would it be for the

n-dimensional real space?
and in this case, at least three vectors (all LI from one another) are needed to

describe the whole three dimensional space.

3 Matrices

Using the canonical basis we can write any vector v as

-]

But we can also try to write the same vector v with the aid of a different basis,
eg. I = (I;,1I,) and J = (Jg,Jy). In this new basis, v is given by a different

linear combination of the vectors I and J, with different coordinates a and b,
A A ’l}x
V—aI+bJ—[ } (4)
Uy
In order to make this notation more compact, let us define the object
I, J;
I, Jy|’ =
s
in which we have put the basis vectors side by side. Now, by defining the operation L Uy
‘{)\

A=]I j]:[

- o |a v
[I J] [b:| = |:UZ] , Figure 2: caption blablabla

and comparing this equation with equation (4), we see that

i ] M — ol 1 0. (5)
——
=A
Therefore, the way that the object A acts on a pair of numbers, which is
itself a vector, defines a new vector: it transforms the vector (a,b) into the vector

(vz,vy). Now, let us see how the object A transforms a vector w = v + u:

Vgp + Uy

aw=[i J] [Uy +uy] — (vt 40y 410y) T = (op T, )4 (T 4wy J) = [ ] Mﬂf Jl H

Therefore,
A(v+u) =Av + Au. (6)

Also, if w = av,

avy

Aw=[I J] [ ] = avy] + avyJ = a(vy] +vyJ) =a [l J] [vx} )
avy Uy

Exercise: Show that for a lin-

ear transformation A, it is valid

Aav) = aA(v). (7) that A(v + ku) = Av + kAu,

where k is a scalar.

and then

We can see that the way A transforms a vector follows interesting (and im-
portant) properties, which are called linear properties and thus A defines a linear
transformation. It is not hard to ague now that the object defined in A deserves
a special name and a careful study, and this is what we are going to do now. Exercise: Is the transforma-
tion T(z,y) = (xy,y) linear?
And what about T'(z,y) = (z —
Y,z +y)?

4
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3.1 Definitions

3 MATRICES

3.1 Definitions

Without any surprise, the object A is called a matriz. We shall define it more
generally now.

Given two integer numbers m > 0 and n > 0, a matrix A,,x, is a collection
of double-indexed elements a;;, with 1 <4 < m and 1 < j < n, organized as a
table with m rows and n columns:

a1l a2 Q1n
a1 G22 Q2n
A= (8)
Aml  Am2 Qmn
Some examples of real matrices are:
30 0 0
Losoz > 4 0 9 08 0 0
A=]13 0 8| B=|2 0| C= D=
49 1 5 1 2 -1 3 0 0 -5 0
00 0 8

(i) A is a square matriz, i.e. it has the same number of rows and columns,
=n =3 (it is a 3 x 3 matrix); n in this case is called the order of the matrix.
(ii) B and C are rectangular matrices. B has 3 rows and 2 columns, (it is a
3 x 2 matrix), and C has 2 rows and 3 columns, (it is a 2 x 3 matrix).

(iii) D is a 4 x 4 square matrix, but with the very special property that all
its elements except the main diagonal are zero. The main diagonal of a square
matrix A is the set of elements a;; with ¢ = j. A matrix like D is called diagonal.

m

3.2 Basic Operations

We start with stating that: two matrices A and B are equal if, and only if, their
elements are equal, i.e.

Given two n X m matrices A and B,

A =B & a;; = b, forevery 1 <i<nand1<j<m.

(9)

3.2.1 Addition

Two matrices A and B with the same dimensions can be added. This operation
is defined as summing element by element,

ailr a2 a1n bi1  bi2 bin a1 +bi1 a2 + b2
as1 a2 aonp bor b -+ bop, a1 + b1 a4 baa
+1 . . . . = . .
Aml am?2 Amn bml bm2 bmn am1 + bml am2 + bm2
or,

Given two n X m matrices A and B, their sum A +B = C is also a n x m
matrix, whose elements are given by

= (C)ij = (A+B)sj = (A)sj + (B)ij = as; + byj. (10)

Cij

Notations: In these notes, vec-
tors are written with bold let-
ters, u,v,..., and their ele-
ments with small letters and a
single index wu;, vi, . .
ces, I am gonna use double-line
letters, A, B, ... and, sometimes,
capital Greek letters, as A and
3. The elements of a matrix are
going to be their corresponding
small letters followed by their
double-indexes, aj, bij, . ... The
brackets around a matrix and
around a column vector are cho-
sen to be of square type.

. For matri-

a1p + bin
aop + bay,

mn + b
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3.2 Basic Operations 3 MATRICES

Properties The addition of matrices is commutative, (A + B = B + A) and
associative, (A +B)+C = A+ (B+ C)), it has a neutral element O, (A+ O =
O + A = A) and every matrix A has an inverse element —A, (A + (—A) = O).

3.2.2 Scalar multiplication

We are also able to multiply a matrix by a scalar. We must only multiply every
element of the matrix by the same number. If this number is k,

a1 a2 - GQln ka1 kaiz -+ kaip

as1 a2 - a2, ka1 kaga -+ kaop
k| . . | =

aAmli m2 ... Gmn kami kams ... kamn

or,

Given a n X m matrix A and a real number k, the matrix B = kA is also a
n X m matrix, whose elements are given by

bij = B)ij = (kA)ij = k(A)s; = kayj. (11)

Properties Given two scalars p and A, the scalar multiplication is associative
(w(AA) = (uMN)A) and it has a neutral element p, (pA = A). Also, together with
the addition operation, it is distributive, (u(A +B) = pA + pB and (u 4+ M)A =
LA + NA).

3.2.3 The transpose

The transposed matriz AT of a n x m matrix A is a m x n matrix whose
elements are those of A but with inverted indexes, i.e.

(AT)ij = aji. (12)
Some properties of this operation are:

(i) The main diagonal of a square matrix is invariant under transposing a
matrix,

(AT)“‘ = Qg;. (13)
(ii) The transpose of the transpose of A is equal to A,
(ATYT = A. (14)
(iii) The transpose of the sum of matrices is the sum of the transposes,
(A+B)T =AT + BT, (15)
(iv) Something similar happens for the multiplication by a scalar,

(EA)T = kAT, (16)

Symmetric Matrix: A square matrix A is called symmetric if, and only if, it

satisfies
AT = A (17)

Exercise: Given the definition
of the addition operation, prove
these properties, i.e., show it
is commutative and associative
and find the elements O and
—A.

Exercise: Given the definition
of the scalar multiplication op-
eration, prove these properties,
i.e., show it is associative and
distributive and find the scalar

p-

Exercise: Prove the properties
from (i) to (iv).
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4 MATRIX MULTIPLICATION

3.2.4 Trace

The trace of a square matrix A of order n, (written as tr(A)), is the sum of
the elements of its main diagonal, i.e.

tr(A) = Z Qi (18)
i=1

The trace is a linear map, i.e., it connects a matrix with a real number and follows
linear properties,
(i) Given two square matrices A and B of the same order,

tr(A 4+ B) = tr(A) + tr(B). (19)
(ii) Given a square matrix A and a scalar k,
tr(kA) = ktr(A). (20)

It is also not hard to see that, because the transposition operation does not
change the main diagonal, tr(AT) = tr(A).

4 Matrix multiplication

Remember that a matrix acts on a vector and transforms it into another vector,
for instance
Av =u.

We could then act on the resulting vector u with another matrix B, as Bu = w
and then the vector w would be

B(Av) = w.

It would be very interesting if we could combine the sequential effects of A and
B into a single matrix (BA) which has exactly the same effect on v, transforming
it into w,

(BA)v =B(Av) = w.

It is about combining these effects that matrix multiplication is about. Equa-
tion (5) already gives us a hint of how this operation should be performed: “a

row times a column”.

4.1 Definition

Given a n X m matrix A and a m X p matrix B, the matriz multiplication
AB = C is a n X p matrix, whose elements are given by

m
cij = (C)ij = (AB)ij = Y _ ainby;. (21)
k=1
. . . . Exercise: Multiply a column
Putting this expression into words: matrix Asx: by its transpose,

. . . . ATA and AAT. TIf A represents
 You can multiply two matrices if the number of columns of the first matrix  vector, what does AT A repre-

equals the number of rows of the second matrix (it implicitly says that the sent?
order of the matrices matter!)

Vitor M. Marquioni — vitormmarquioni.github.io
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4.1 Definition

4 MATRIX MULTIPLICATION

o The resultant matrix is going to have the same number of rows as the first
matrix and the same number of columns as the second matrix.

e To obtain the element ij of the resultant matrix, one should multiply the
first element of the row ¢ of matrix A by the first element of the column j
of B; multiply the second element of the row ¢ of matrix A by the second
element of the column j of B; and successively up to the m-th element of
the row i of A and the m-th element of the column j of B. At the end, add

all them up.
™ __
Anxmﬂ”mxp - Cnxp
\_/’
aix a2 A1m bii b2 blp €11 C12 Cip
a1 a2 Q2m bai by pr Co1 C22 Cop
Qp1  Ap2 Apm bml bm2 bmp Cn1  Cp2 Cnp

€21 = A21b11 + a22b21 + as3bsi + ... 4 a2mbm

4.1.1 Properties

(a) It is non-commutative: The order in which you multiply two different
matrices matter, even if they are both square matrices:

AB # BA. (22)
(b) It is associative: For three matrices A, B and C,
(AB)C = A(BC). (23)
(b) It is distributive: For three matrices A, B and C,
(A+DB)C=AB+ AC. (24)

(c) There is a neutral element: If A is a square matrix of order n, then
there exists an identity matriz I, such that
I,A =Al, = A. (25)

The matrix I,, has n rows and n columns, with zeros everywhere except for the
main diagonal, which is filled with 1s,

10 0
0 1 0
L, = . ’
0 0 1
or simply
1,ifi=j;

(26)

@MMZ{

0 , otherwise.

Exercise: Multiply the matri-

1 -1 1 0
ces {0 1 } and L 1} , where

p is a real number.  Check
that the resulting matrix is
composed by two linearly inde-
pendent vectors, regardless the
value of .

Exercise: Show that the neu-
tral element is unique, i.e., there
is only one matrix of order n
that satisfies the neutral ele-
ment property. (Hint: Suppose
there are different neutral ele-
ments and then show they are
equal to each other).

Exercise: Show that the iden-
tity matrix as defined in Eq.
(26) satisfies the neutral ele-
ment property.
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4.2 Matrices as transformations 4 MATRIX MULTIPLICATION

(d) Inverse matrix: A square matrix A of order n may have an inverse A~

i.e.,
A7TA = AATL =10, (27)

If A and B have an inverse, then Exercise: Show that the in-

1 1 1 verse of A = |90 M12| g

(AB)" =B A" (28) = az1  a22

(e) Transpose of a product: Given two matrices A and B, 1 [ a2 *a12] .

a11a22 — @12a21 | —a21 a1
(AB)T = BTAT. (29)

(f) k-th power of a matrix: If £ =1,2,... and A is a square matrix, then

AP =AA .. A. (30)
—_—
k times
Exercise: Show that if A is a
diagonal matrix then
(g) Exponential of a matrix: Given A a square matrix of order n, we define a1 0 -~ 0171"°
0 0
o~ AF 1 1 "
=" =T, +A+ AT+ A (31)
k! 2! 3! 0 0
k=0 ... Qnn
where A? = 1,,. This formal definition of the exponential of a matrix is useful in af 2 0
the study of dynamical systems, as we are going to have as an application at the _ 0 ax - 0
end of this course. :
0 0 ann,

4.2 Matrices as transformations

Now that we know how to multiply matrices, we can apply them on vectors. We
already introduced the notation of a column vector and the reason behind it is
because it works exactly as a matrix of n rows and 1 column, with n being the
dimension of the vector (for vectors in the plane, n = 2). Thus in order to apply a
matrix (i.e. the linear transformation) on a vector, we multiply them as a matrix

multiplication,
air  aiz2 -+ Glp V1 a11v1 + a12v2 + - - - + a1y U1
az1 az2 - agp (2 a21V1 + G202 + - - - + A2, Uy U2
Av=u<—= | . . ) ) L= ) =
aml Am2 ... OGmn Un Am1V1 + Am2V2 + . .. + GmnUn Unp

As the simplest example, consider the identity matrix I,: its action on a
vector is to keep it as it is,

10 --- 0 V1 U1
01 0 |ve V2
0 0 ... 1| |vn Un,

Consider now the 2 x 2 matrix [é _01] . What is the effect of this trans-

Vg

formation? Notice that applying it on a vector { ] inverts the signal of the

Uy
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4.3 Rotation Matrix in 2D 4 MATRIX MULTIPLICATION

1
y-coordinate { 0 } [Ux] = [Um ] . Thus this transformation is a reflection
0 —1f |vy —y

around the z-axis.
Now, the inverse of a matrix can be understood as the “reverse” transforma-
tion. For the previous example, to reverse a reflection you simply need to reflect

the vector again! Thus the inverse of the matrix [(1) _01] is exactly [(1) _01] .

Now we can also understand why matrix multiplication is non-commutative:
because the order of the transformation matters. For instance, a rotation around
an axis is a valid transformation (and it is as important as it deserves its own
section). If we call the rotations of 7/2 around the axis z, y and z as R,, R,
and R, respectively, then the sequence of rotations R.RyR; is not equivalent to
R;R.R,. As Figure 4 shows, you would have a hard time if you choose the wrong
sequence to try to lay down.

4.2, 431
2 // | //
Ve l Ve
: R, xR,
F ///? S TN N
7 N z N
| , Yy | N ' | N
N N
N '. l
// \\\ 2 z
2 ) A §
of I hRN ' ‘ W ’
X | J | // | //
' -7 |
¢ //; ~ l N
7 N < AN
0 | RN ¥ | RN
X | y X [ J
|
|

Figure 4: Caption

4.3 Rotation Matrix in 2D

Rotating vectors appear many times in physics. It is an essential part of the
motion we observe in nature and in the universe: planets spin around their axis
and rotate around their orbits; bugs fly in circles around lamps; rotating wheels
allow cars to go everywhere; kids play with yoyo toys; clocks move their hands...
But rotation is more than that: it is the prototype of a cyclical motion and cy-
cles are ubiquitous in nature: the cyrcadian rhythm, the beat of cardiac cells,
the membrane potential of neurons, the respiration cycles of eukaryotic cells, the
peristaltic movements of the digestive system... Oscillatory motions are every-
where.

We shall now study how a rotation in the plane looks like. Given a vector

v = [zx}, of length r = \/m and angle @ = taﬂ_l(vz/vy), how would it
Y

--- -2

Figure 3: caption blablabla
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5 DETERMINANTS

look like if it is rotated around the origin by an angle 87 Since the length does
not change (i.e., rotations preserve the norm of a vector), the only effect it has
is to increase the angular direction o by an amount 8. Therefore, the new vector
rcos(a + 6)]

rsin(a+6) |

Let us call the rotation by an amount 6 the object Ry. Using the vectors
defined above, we may write Rgv = u. If ¢ is a scalar and w is another vector, it
is possible to show that

u, after a rotation, is given by [

Ro(v+w) =Rypv + Row
Ro(cv) = cRgv

and thus the transformation R(6) is linear. Therefore, it has a matrix represen-
tation, which we call R(6), which directly acts on 2D vectors. Now,

_ |rcos(a+0)|  [rcosacosf —rsinasinf
~ |rsin(a+6)| |rsinacosf+rcosasinf|’

But v, = rcosa and v, = rsina, so

_|vgcos@ —vysinf|  [cos® —sinf| |vy|
v [”y cost + v, sinﬁ] - [sinﬁ cos 0 ] [UJ =R(0)v,

where we have recognized the rotation matriz R(6).

The rotation matriz R(0) of an angle 6 of 2D vectors (in the canonical basis)
is equal to

sinf cos@ (32)

R(8) = {0089 —siHG]

Rotations are reversible operations: to go back from a rotation of angle 6, you
just need to rotate it of an angle —6. Thus,

R(O)R(—0) = I,.

Hence, the inverse matrix of a rotation matrix is given by

cos sind
RO =R(-0)=| :
(0) (=0) [— sin @ COSG] (33)
Another important property is that, unlike rotations in 3 dimensions, rota-
tions in the plane are commutative, i.e., rotating by an angle 6 and then by angle
« is the same as rotating first by an angle o and then by an angle #. Moreover,

it is the same as the rotation of an angle 6 + «,

R()R(6) = R(O)R(a) = R(6 + a). (34)

5 Determinants

We already mentioned a quantity that we can extract from a matrix with inter-
esting properties, called the trace of a matrix. We are now going to introduce a
different quantity called the determinant of a matrix, which has different uses in
different contexts. It is calculated for square matrices and it can provide infor-
mation about “repeated lines” (which is something quite useful in linear algebra).

Y
A
)

Q0

(400 X

oS

Figure 5: caption blablabla

Exercise: With matrix multi-
plication, show that this is cor-
rect.

Exercise: Prove that the rota-
tion matrix satisfies these iden-
tities.
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Given a square matrix A of order n, choose n distinct elements of A without
repeating any row or column. Multiply all of these numbers. Now, choose a dif-
ferent set of n elements satisfying the same rule and multiply them all altogether.
Repeat this process to all of the different possible sets. There are n! different
ways of doing it. Now, there is a signal rule which we are not going to discuss
here, but half of these products you should multiply by —1 and the other half by
+1. Sum all the n! results et voild, you have calculated the determinant of A.

I know it does not seem an easy thing, and it may not be for large matrices,
but the determinant of a matrix still bears many good properties. Let us explicitly
calculate the 2D case and the 3D case and we then describe its properties.

5.1 2 x 2 Matrix

The prescription presented before is easy for a 2 x 2 matrix. There are only
2 different sets of numbers that satisfy the rule “different rows and different
columns”,

{a11, a2} and {aq2, a2}

Following the prescription, one of the sets is multiplied by +1 (the first set —
Again, T am not discussing the reason here) and the other set is going to be
multiplied by —1 (the second set). The determinant is then calculated as

det(A) = a11G22 — A12021.- (35)

Fig. 6 shows the graphical strategy to calculate such value: you calculate the
products in the different diagonals. When the diagonal goes from left to right, it
is positive; when it comes from right to left, it is negative.

For instance, the determinant of the rotation matrix is given by

cosf) —sind

det(R(0)) = sinf cosf

‘ = cos? 0 +sin® 6 = 1. (36)

5.2 3 x 3 Matrix

For 3 x 3 matrices, the determinant is given by the sum of 3! = 6 terms: if A is
a 3 X 3 matrix, then its determinant is

det(A) = a11a22a33 + a12a23a31 + 13021032 — (13022031 — 411023032 — 412021033

(37)

Fig. 7 shows two different graphical strategies to calculate this determinant.

The first one, called the Sarrus’ rule, is less messy: just copy the first two columns

and evaluate the products of the diagonals. Again, if the diagonal comes from
left to right, it is positive; if it comes from right to left, it is negative.

Oq‘ O\'VQ~>%@ CLH Q&

o 02 0L N
AN

Qav Ol Oy ™0 O

4 N

-

ul

A=l g
&M}\:“Q@a& + Q,\\Q,gﬂ

Figure 6: caption blablabla

Notation: There are two main
notations for the determinant
of a matrix: det(A) and |A|.
In these notes, I will prefer
det(A) over the |A|, but the last
may also appear. So do not
get scared, they mean the same
thing!
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Figure 7: Caption
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5.3 n xn Matrix

When the order of the matrix is higher than 3, it starts to get too cumbersome
to find graphical schemes to calculate the determinant. A general way is to
calculate the so called cofactor matriz, which essentially reduces the calculation
of a determinant of order n, by at most n? determinants of order n — 1. Another
strategy is called “Chio’s rule”, which can subsequently reduce the order of a
matrix. But we are not going to spend our time in such techniques.

However, for diagonal and triangular matrices, it is still easy. A triangular
matrix is a square matrix with all its elements “below” or “above” the main
diagonal equal to zero. For such matrices, the determinant is simply the product
of the elements of the main diagonal,

det(A) = ajjage ... an, , if A is a diagonal or triangular matrix. (38)

The reason behind it is that, for such matrices, there is only one sequence
of elements satisfying “different rows and different columns” that does not pass
through a zero, and this sequence is the main diagonal {a;1, azo, ..., ann}.

5.4 Properties
(i) The Identity matrix: For the identity matrix I,, of order n,

det(I,) = 1. (39)
(ii) It is multilinear with respect to the columns: A square matrix A
is formed by a sequence of column vectors [al a ... an]. If we linearly

transform a column aj;, i.e., a; — ka; + v, where k is a scalar and v is another
column vector, then the determinant changes as

det[al ag ... kaj+v ... an]:kdet[al ag ... a; ... an]
+detfa; as ... v ... ay]. (40)

(i) It is alternating with respect to the columns: The determinant of A
is equal to zero whenever A has two identical columns
det[a; ay ... v ... v ... a,]=0. (41)

These three properties may be used to define the determinant: there is only one
function from the space of square matrices of a given order that satisfies these
three properties, and this function is called the determinant.

Other properties follow below:

(a) The transpose: The determinant of a matrix and its transpose are the
same,

det(AT) = det(A). (42)

(b) The product: If A and B are two square matrices of order n,

det(AB) = det(A) det(B). (43)

Exercise: What is the determi-
nant of a matrix with a row (or
a column) of zeros?

Exercise: Use this property to
show that the determinant is
also multilinear and alternating
with respect to the rows.

Exercise: Show that a matrix
A whose inverse satisfies A™! =
AT has determinant equal to +1
or -1.
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6 LINEAR EQUATIONS

(¢) The inverse matrix: If A has an inverse, then

1
~ det(A)

det(A™1) : (44)
This highlights a condition for a matrix to be invertible: A matrix A is invertible,
i.e., it has an inverse, if, and only if, det(A) # 0.

(d) Homogeneous property: If A is a square matrix of order n and k is a
scalar, then

det(kA) = k" det(A). (45)

(e) Columns permutation: Interchanging the columns of a matrix results in
changing the signal of its determinant,

det [al as a; ay an] = —det [al az ... a, aj
(46)

It is also true for the rows.
There exists many other properties of determinants, connecting them with the
trace of a matrix, volumes spanned by vectors, and other mathematical quantities,

but so far so good! We shall not go deeper in this subject now.

6 Linear Equations

We are going to discuss now how to solve systems of the type Av = u where
u is a known vector and v is the vector one we wishes to discover. Such type
of equation is very common and it is called a linear equation. Maybe you have
already encountered it but as the form of a system of equations

aj1v1 + a12v2 + ...+ A1 Um = U1

a91V1 + @29V + ... + A2mUym = U3

Anp1U1 + A2V 4+ ...+ G Um = Unp,

(notice that we have simply performed the matrix multiplication). The number
of equations is the number of rows of A, while the number of unknown variables
v; is the number of columns.

Let us go through an example: Suppose you want to have some cats and dogs,
but you cannot spend too much money on their food and toys. You can buy (and
want to spend exactly this amount) a maximum of 23 portions of food per day
and 21 new toys per month. One cat eats 2 portions of food everyday, and one
dog eats 3 portions of food everyday; one cat uses (destroys) 4 toys per month,
while one dog uses only one per month. How many dogs and cats should you
have?

Start by calling the number of cats by ¢ and the number of dogs by d. Now
we use the given information: ¢ cats eat 2¢ portions per day and d dogs eat 3d
portions per day, and all the portions should sum up to 23:

2¢+ 3d = 23.

Indeed, for the inverse of a 2 x 2
matrix, you can check that its
determinant would appear as di-
viding the inverse matrix ele-
ments. (It does not prove the
property, it is just a hint!)

Exercise: Show this result
with the multilinearity prop-
erty.

Exercise: Show this result
with the multilinearity and al-
ternating properties.
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Now, c cats use 4c toys per month, and d dogs use 1d toys per month, and all
the toys should sum up to 21:

4c+ 1d = 21.

These two equations combined form a system of linear equations, in which our
goal is to discover the pair of numbers (¢,d). In order to solve them, we can
follow two different strategies.

“Solve one and substitute in the other”:

This method goes like this:

1. Choose one of these equations and solve it for one of the variables, consid-
ering the other variable as a constant (e.g. find d as a function of ¢).

2. Use this value in the remaining equation, which is then going to be an
equation for the other variable (e.g. an equation for c).

3. Solve this equation to find one of the variables (e.g. ¢). Use this value in
the previously obtained equation in order to find the value of the remaining
variable (e.g. d).

Let’s do it! We can write
de+d=21=d=21—4c.
By, inserting this result in the other equation, we get
2c4+3d=23=2c+3(21 —4c) =23 —10c = —40 & c = 4.
Now using it in the previous equation for d,
d=21-4c=d=21-4(4) & d=5.

Therefore, you should have 4 cats and 5 dogs.

“Multiply and sum”:
For this method,
1. Choose one of these equations and multiply it by a well chosen number.

2. Add the obtained equation to the other equation: If you chose a good
number, after summing both equations you should find an equation for
only one variable.

3. Use this value to find the result for the remaining variable.

It is easier than it looks like. For instance, let us multiply the first equation by
—2 and add it to the second equation:

(—=2) X (2¢+ 3d = 23) = —4c — 6d = —46
(+) 4c+1d=21
(=) 0c—5d=-25—=d=0>5.
Now, choose any equation and substitute the value of d, for instance:

2c+3d=23=2c+3(5) =23 & c=4,

as obtained before.

Exercise: Use this method to
first find an equation for ¢ as a
function of d, which is going to
give first a value of d and then
for c.

With this method, you con-
struct a new equation which is
a linear combination of the oth-
ers.

Exercise: Use the “multiply
and sum” strategy to find first
the value of ¢ and then the value
of d.
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Inverse matrix

Notice that this system before can also be written with matrices as

- ) o

2
so if we multiply this equation by the inverse of A = [ 4 ﬂ , we can obtain the

-6 9B
=l I

c 1 1 =323 4

[d] - —10 [—4 2 ] [21] - [5] ’ (49)
as we had before. Hence, we have seen how the solution of a linear equation may
require the existence of the inverse matrix.

solution:

The inverse of A equals to A = } and thus the solution is given by

6.1 Types of linear systems

The example in the previous section has a simple geometrical interpretation:
Each equation describes a different line on the plane ¢ x d, and the solution is the
intersection of these lines. Why is that true? Because the solution should satisfy
both equations, and thus belong to both lines at the same time.

A general case for a 2-variables system is given by the three cases of Fig.9.
Consider a case with 2 linear equations and 2 variables. Such system describes 2

A A A

N

e

o Yuckde

Figure 8: caption blablabla

Exercise: Solve the following
linear systems:
3x+4y =5
@) { 1o+ 4y = 3
lr+2y+1z2=3
(b) dr —2y+12=3

—lz+4+1ly—1z=1

< T >
@ouwwé Svs\un () wdeboval Syl () '.,,\FQQ;QLSF\QM

Figure 9: Caption

lines on the plane. In the first case, (a), it has a unique solution and the system
is called determined. In the second case, (b), the two lines coincide, and thus
the system has an infinite number of solutions. It means that one equation is a
multiple of the other; such system is called indeterminate. In the third case, (c),
the lines are parallel and never touch each other. In this case, the equations have
no solution and the system is called impossible.

This classification extents to higher dimensional systems, i.e. for matrices of
order higher than two. In such a case, each equation describes a hyperplane and

>
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the intersection of such hyperplanes is the solution of the system. If there are
less equations than the number of variables, the system is underdetermined: it
“lacks” of some extra information to determine the exact solution. If it has more
equations than variables, then it is overdetermined: it has more information than
the necessary to determine the solution.

When the system is determined, its matrix is square and the solution can be
found with its inverse.

A linear system Av = u, with A a square matrix of order n is determined, i.e.
it has a solution and it is unique, if, and only if,

det(A) # 0.

As already mentioned, the solution can be found if A has an inverse, hence its
determinant should be different than zero.

7 Eigenvalues and Eigenvectors

We have done quite a good number of things so far, but let us not forget our
starting point: transforming vectors. A very simple transformation is the one
that does not change the vector, which is represented by the identity matrix. On
the other hand, a natural question could be: are there vectors that do not change
under a transformation? Mathematically, we are asking: for a given matrix A,
which vectors v satisfy Av = v? If A =1, then any vector would do it, but for
a different A, the answer is not that simple.

A more general question concerns vectors that under a given transformation
may change only up to a scalar. This is the concept of an eigenvalue problem.

Given a linear transformation represented by the square matrix A of order n,
the eigenvalue problem regards finding solutions of the equation

Av = v, (50)

where A is a scalar. The vector v that solves this equation is called an eigen-
vector and the scalar A is its corresponding eigenvalue.

We shall see the path to solve this system now. We start by manipulating the
equation itself

Av=X v Av - Av=0< (A - \,)v=0.

Suppose the equation Qu = 0 where Q is a square matrix, u is a vector and 0 is
the null vector. An equation like this is called homogeneous. However, if we aim
to find this vector u, we can multiply both sides of this equation by Q7!, if it
exists: u = Q7'0, and then u = 0. This is called the trivial solution. If we aim
to find a non-trivial solution, we must assume that Q does not have an inverse,
hence that det(Q) = 0.

Therefore, to solve the eigenvalue problem, we should solve

a1 — A a2 a1n
an g — A - aonp
det(A — AI,) =| | . , .| =0, (51)
an1 an2 coo Qpn — A

<V

Figure 10: caption blablabla

Exercise: for which value of p
the linear system
pr+y=20
{ —xz+2y=0
has a non-trivial solution?
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which is a polynomial equation of order n on A, p, (). p,(A) is called the charac-
teristic polynomial and its roots are the eigenvalues of the matrix A. Hence, by
the fundamental theorem of algebra, we can factorize the characteristic polynomial
as

pn(>\) = Co()\ — )\1)m1 ()\ — )\2)m2 R ()\ — /\k)m",

where \; is an eigenvalue and m; is its multiplicity, k is an integer smaller or
equal n, and ¢y is a constant. If m; > 1, then A; is said to be degenerate. Also,
mi + me + ... + m, = n. Hence, if all eigenvalues are non-degenerate, the
number of different eigenvalues of a matrix is equal to its order. However, this
factorization is valid in a general case only if the eigenvalues are allowed to be
complex numbers.

The first part is done: in order to calculate the eigenvalue, we first find the
characteristic polynomial and find its roots. Such roots are the eigenvalues of
the problem. The second step is to find the eigenvectors. And now it is easier:
substitute each eigenvalue in (A — Al,)v = 0 and solve the linear system. But
remember that this system is indeterminate (det(A — AlL,) = 0) thus the solution
is given up to a multiplicative constant. Let us apply this procedure to the matrix
of the cats and dogs example and see what this all means.

1. First we find the characteristic polynomial:

p(/\)—’2;)\ 13)\‘—(2—)\)(1—/\)—12—0.

Solving the quadratic equation leads to the roots
)\1 =5 and )\2 = —2,

which are the eigenvalues of the matrix.

2. Insert the eigenvalues back into the equation:
2—A 3 c| |0
4 1—=Al|d]| |0]°
-3 3| |c| _ [=3c+3d| |0
4  —4||d| | 4c—4d | |0’

Notice that both lines of the resulting system give the same result: ¢ = d. So
supposing that d has a given value, the eigenvector of the eigenvalue \; is

w-all]

You can choose d = 1 for simplicity.

(a) For A\; = b:

(b) For Ay = —2:

4 3| (c| _ |4c+3d| |0

4 3| |d| |4c+3d| |0]’
and thus ¢ = —3d/4. Again, suppose d is given, the eigenvector of the eigenvalue
)\2 is

Cd[-3
V2_Z 4]

and you can even choose d = 4 for simplicity.

Figure 11: caption blablabla
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7.1 Diagonalization

8 APPLICATION: DYNAMICAL SYSTEMS

7.1 Diagonalization

Two n matrices A and B are called similar if they are related through a similarity
transformation:

B =P AP, (52)

where P is an invertible square matrix. A beautiful result from linear algebra is
that if P is the matrix of eigenvectors of A, i.e. with the eigenvectors organized as
columns of P, then B is a diagonal matrix with the eigenvalues of A in the main
diagonal.

We can use this result to calculate the determinant of a matrix. First notice
that 2 similar matrices have the same determinant,

det(B) = det(P~*AP) = det(PP'A) = det(A).
Now, if B is diagonal, then

det(A) = ATIAT .\, (53)

To diagonalize a matrix is a very useful procedure, and it is going to be very
important in the next section. But let us think about its meaning:

We started asking for which vectors a linear transformation does not change
their directions. We found these vectors and called them the eigenvectors of
the transformation. If we consider a 2-dimensional system, if a transformation
has two different eigenvectors, then it means that every vector in the plane
can be constructed by a linear combination of these eigenvectors. Hence, the
eigenvectors can be a basis for the plane. Therefore, if we study the system
as represented on this specific basis, the effect of the transformation would be
simply to stretch the coordinates of the vectors. How much would they stretch?
By an amount equal to the eigenvalue associated with each eigenvector. At
the end, all this information can be stored in a single procedure: a similarity
transformation.

8 Application: Dynamical systems

A system is dynamical if it evolves (i.e., it changes) as time passes by: cars
moving, a capacitor charging and discharging, heat flowing from one place to
another, chemicals passing through a membrane, a bacterium moving through a
gradient, birds flocking, muscles contracting... The list of examples do not stop!
And they are everywhere, from physics to biology; from chemistry to finance.
And mathematics can deal with such processes in many different ways. A part
of this field is devoted to deterministic and continuous systems, in which the
dynamics are described as sets of differential equations, and this is our starting
point.

A differential equation tells what is the rate of change of a given variable.
Suppose that the size of a cat is your important variable. Thus you could ask
“how does the size of the cat changes throughout its life?” The answer can be
a very complicated function of many other variables, including the size itself. If
you have a very big cat, maybe it is not going to grow much more; if it is very

Exercise: Diagonalize A =

E ﬂ , i.e. write the matrix
P, P~ and D = P~*AP. Check
that it is diagonal and that it is
composed by the eigenvalues.

This is a very important sum up
of what we have done in these
notes, read and re-read it many
times to be sure it is all con-
nected in your mind and do not
hesitate to ask.
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tiny, maybe it means that it is still going to grow a lot. For this example, we can

write S

i f(S, other things ),
where S is the size of the cat and f is a continuous function. The time derivative
ds

% (you can read it as “d-S-d-t”) is the growth rate of the cat. In our example,
the growth rate is a function of the size S itself, and of “other things”.

Notice that if f is zero, it means that the cat’s size does not change; if it is
positive, then the cat is growing; and if it is negative, the cat’s size is decreasing.

For the general case we would write

dl’i
dt

= fi(z1, o, ..., xn;t) for i =1,2,... n. (54)

In this case, the system is composed by n different variables x; which gives the Notation: The time derivative

state of the system, i.e. the set of values it assumes at a given moment in time. may also be represented by a
. .. , . . . dr

And this set is itself a vector! The rate of change of each vector’s component is dot over the variable, like T

given by a continuous function f;, which possibly depends on all the variables in .

the system, and even on time itself. When the dynamical system does not depend

explicitly on time, it is called autonomous, and we shall stick to this case. In a

vector notation, such system can be written as

dx
) (55)

where x = (z1,...,2p); Cfl—’t‘ = (%,...,‘g—f) and f(x) = (f1(x),..., fn(x)).

8.1 Linear systems

Let us start with f being a linear transformation, i.e., it can be expressed as a
matrix,

dx

Our objective is to find the vector x as a function of time.
For those versed in the mathematics of differential equations, it may be a
almost direct to solve it as

x(t) = x(to)e =10, (57)

but do not forget that A is a matrix, not a real number. However, let us use a
different method here.

Let A be the matrix that diagonalizes A, i.e. A"'AA = D, where D is the
diagonal matrix of A. Hence,

1

A
dt

— A1AAA I,

where we have multiplied both sides by A~! and inserted an identity matrix
I, = A=A in the middle of the right side. But the derivative is a commutative
linear operator, and then

d(A~1x)

= = (ATTAR)(ATx) = D(A ).
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Define the new vector y = A~!x and we finally find

dy
2 _D
o Y,

which I know it does not seem different from where we started, but remember
that D is diagonal, and because of that every variable y; is decoupled from all the

others,

Wi~z (59)
where ); is the i-th eigenvalue of A. The solution of this equation is the expo-
nential y;(t) = vi(to)e**~%) and as it can be seen, the eigenvalues play a very
important role here: supposing JA; is a real number, if A\; < 0 then y; decreases to
zero as time passes; but if A; > 0, then y; increases exponentially as time passes.
Moreover, if A is a complex number, then the solution may oscillate.

However, we were interested in how x behaves, which we can write as
x = Ay

and remember that the matrix A is composed by the eigenvectors of A in its
columns. Let the eigenvectors be called by v;, then

n (t0)€>\1(t—to)

ya(to)er>(t=to) _ _
X = [Vl Vo e Vn] : — vlyl(to)e)\l(t t0)+v2y2(t0)€)\2(t t())_i_‘ )

yn (to)ern(=to)
(59)

This is a beautiful result! It says that the dynamics of the system is a linear
combination of the dynamics of its eigenvectors,* which is an easier dynamics to
describe. Furthermore, this linear combination is defined by the initial conditions
of the system.

Suppose that, for instance, all the eigenvalues have negative real part. It
means that all the exponential factors in Eq. (59) decreases to zero as the time
passes, therefore, in the long run (for very large time values) x is going to approach
zero, regardless of the initial conditions. This is a very nice model for a stable
system. Suppose that x is a perturbation on a given system. If such system is
not supposed to leave the state it is, you want the oscillations to vanish away,
regardless of how you perturb it at the beginning. Think about your skin after
someone pinches you: it returns to its “unpinched” state after a few seconds.

But suppose now that there is one eigenvalue whose real part is larger than
the others, say A\;. Thus, in the long run, the exponential eR¢(*1)¢ is a much larger
number than all the other exponential factors. Therefore, after a transient period
the system is going to be fairly described by the dynamics of the eigenvector vi.

An example

Consider the following system

MRSt

where we chose the same matrix A as in the cats-dogs example of the previous
section. Setting ¢ty = 0, we can use Eq.(59) to find the solution of this equation,

x(0) =00 )] 4 00) | 7] e

AViln (to)eA" (t=to),

*I mean: the dynamics in the
direction of the eigenvectors,
which can be called the eigendi-
rections.
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and the only thing that remains to be found are the initial conditions written as
y: if at time ¢t = 0, 21(0) = 210 and z2(0) = 22, with the relation y = A Ix,
we can find

x(t) = (41,0 + 3z2)) [1

1 -3 _
:| et + (—$170 +$2,0) |: 4 :| e 2t

In the long run (for t > 1),

1
x(t) ~ [J e,
This is called the asymptotic behaviour of the system.

8.2 Non-linear dynamics

If the function f that defines the dynamical system is non-linear, i.e., it fails in
satisfying f(x + Ay) = f(x) + Af(y) for every vector x and y and every scalar
A, then the dynamics is called non-linear. Examples of non-linear functions are
everywhere, 22, 23,...,cosz,sinz,...,logz and e® are all non-linear functions,
and it is a great issue that for the great majority of non-linear systems, we are
not able to find a solution. So what can be done?

To such systems, we try to study their behaviours without solving them. The

first step is to find where it stops changing:

dx

E:f(x):O.

(60)
The points x* for which the time-derivative is null are called fized points of the
system. If the system starts exactly on a fixed point, it remains there forever.
But what if it starts very close to a fixed point: is it going to move towards it or

is it going to drift away from it? These questions concern the concept of stability.

8.3 Linear stability analysis

In order to study the stability of a fixed point, it is a valid approach to study the
behaviour of the system in a small neighborhood of this point. When we zoom
into a point, locally its dynamics looks linear and then we can use the theory
developed so far. Let us see how to do it.

The trick here is to use a Taylor series to expand the function f around a
fixed point x*. Keeping only first-order terms, (i.e. ¥ and z}),

dx

p ~ f(x") +Jp(x")(x — x7) (61)
where J¢(x*) is the Jacobian matrix of f calculated at the point x = x*. Such

matrix is defined as

O0x1 Oxo oxy,
0f2 90f2 of2
Jr(x) = 3731 8{52 8{% , (62)
O b O
| 01 Oxo Oxy, |

Exercise: Find the fixed points
of the Logistic growth equation

j:zrx(l—%).

This equation describes the
growth of a homogeneous popu-
lation in a resource-limited envi-
ronment. Based on the sign that
the growth rate assumes (posi-
tive or negative), argue that the
system always reaches x = k
whenever it starts with a posi-
tive size population (i.e. x = k
is a stable fixed point).
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or in terms of its elements,
_ 0fi

- )
8xj

Jij (63)
and it plays a central role here.

Now, because x* is a fixed point, f(x*) = 0 and because it is a constant
*

vector, % = 0. Then, if we define z = x — x*, we find
d(xd—tx) ~Jp(x")(x —x*) = % ~ Jf(x")z.

Notice that the variable z as defined above represents a small deviation from
the fixed point x* and when it is very small (||z|| < 1), it is well described by a
linear equation. Thus, the eigenvalues and eigenvectors of the Jacobian matrix
calculated on a fixed point is going to determine if the components of z increases
or decreases as time passes. If at least one component increases, then it is an
unstable fixed point, but if all components decrease, then the fixed point is called
stable.

Such information (provided by the Jacobian matrix) is summarized in the
following box:

Let x* be the fixed point of a the dynamical system x = f(x), i.e., f(x*) = 0.
Consider A\; to be the eigenvalue with the largest real part. Then, if Re(A\1) <
0, then the fixed point is stable. If at least one eigenvalue of the Jacobian has
positive real part, then the fixed point is unstable.
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